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Abstract. The main obstacle to the development of sustainable and
productive ecosystems leveraging data is the unavailability of robust,
reliable and convenient privacy management tools and services. We pro-
pose to demonstrate our Privacy-as-a-Service system and Lidnchéng, the
Cloud system that hosts it. We consider not only the publication of data
but also that of models created by parametric and non-parametric sta-
tistical machine learning algorithms. We illustrate the construction and
execution of privacy preserving workflows using real-world datasets.

1 Introduction

A Wired’s online article titled “The Privacy Revolt: The Growing Demand For
Privacy-as-a-Service” is asking every company the privacy question: “What are
you doing to provide Privacy-as-a-Service?”3. Indeed, the main obstacle to the
development of sustainable and productive ecosystems leveraging data, including
data market places, recommendation systems and crowd sourcing systems, is the
unavailability of robust, reliable and convenient privacy management tools and
services. This entails developing privacy risk assessment and privacy preservation
algorithms, and integrating them into a service architecture.

We demonstrate our Privacy-as-a-Service (PaaS) system and Lidnchéng, our
Workflow-as-a-Service (WaaS) cloud that hosts it. Lidnchéng is a data sharing
cloud system that provides a graphical workflow language. We extend it by in-
corporating privacy risk assessment and privacy preservation operators. We refer
to this extension as a Privacy-as-a-Service model. Privacy-as-a-Service provides
operators to publish not only anonymised data but also models created by sta-
tistical machine learning with differential privacy guarantees. We illustrate the
construction and execution of privacy preserving workflows in these Workflow-
as-a-Service and Privacy-as-a-Service models and systems for publishing data
and statistical machine learning models using a census dataset and a medical
dataset.

3 https://www.wired.com /insights/2015/03/privacy-revolt-growing-demand-privacy-
service
/
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2 Lianchéng: Workflow as a Service

Lidnchéng is a private data sharing Cloud service. The processing of data in
Lianchéng is programmable by means of a Workflow-as-a-Service model. Lianchéng
is deployed on a hardware infrastructure consisting of 128 commodity servers.

Data Sharing. This aspect is reminiscent of services such as Dropbox®.
Each Lidnchéng user gets a private account on which she can upload, down-
load, organise and manage her data. Lianchéng provides both a Web interface
and a desktop computer synchronisation agent. The internal sharing mechanism
(user-to-user) relies on access control lists on directories. Lidnchéng also provides
additional publishing mechanisms, such as public access through URLs, for files.

Workflow as a Service. Lidnchéng provides a Workflow-as-a-Service model
and interface that offers a compromise between the traditional Infrastructure-
as-a-Service (IaaS) and Platform-as-a-Service (PaaS) models. While, on the one
hand, TaaS is fully customisable, it requires computing skills and efforts that
constitute unnecessary obstacles. On the other hand, PaaS often limits users to
the options proposed and has insufficient programmability. Lidnchéng realises
the compromise by offering an interactive GUI-based workflow language and
domain specific operators. A Lianchéng workflow is a directed acyclic graph
whose vertices represent operators and whose edges represent data flow. An
operator can have an arbitrary number of parameters and has at least one input
or output interface. The interaction and visualisation are reminiscent of that of
Yahoo Pipes® and other graphical workflow design software.

Privacy as a Service. We extend Lidanchéng with disclosure risk assessment
and privacy preservation operators. We refer to such a cloud system function-
ality as Privacy-as-a-Service. We provide statistical disclosure risk assessment
techniques such as uniqueness, overlap [8], and more advanced techniques [7, 15]
as well as privacy preservation mechanisms such as k-anonymity [14] and differ-
ential privacy [5]. In particular, we propose a set of machine learning algorithms
offering differential privacy guarantees by means of the functional mechanism [16]
and of functional perturbation [6].

Figure 1 shows a screenshot of the composition window of a Lidnchéng work-
flow that applies a differentially private linear regression onto a dataset and uses
the parameters of the model to generate a synthetic version of the provided
dataset that preserves the targeted utility.

3 Private Data and Differentially Private Models

We consider both the publication of data and the publication of models created
by the analysis of data by statistical machine learning algorithms. In both cases,
there are risks of breach of privacy [2,12].

In order to preserve privacy while publishing data, we use traditional anonymi-
sation techniques such as k-anonymity [14], I-diversity [10] and ¢-closeness [9].
Alternatively, we generate fake but realistic datasets by using machine learning
models that are trained on private datasets. We use machine learning algorithms

* https://www.dropbox.com
® http:/ /radar.oreilly.com /2007 /02 /pipes-and-filters-for-the-inte.html
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Fig. 1. A Lidnchéng workflow generating a differential privacy compliant dataset.

for Linear regression, Decision tree, Random forest, Neural network to generate
fully as well as partially synthetic datasets [4]. We use statistical disclosure risk
assessment techniques to assess the risk of disclosure of the synthetic datasets.

In order to preserve privacy while publishing parametric models, we publish
the parameters of statistical machine learning algorithms perturbed with the
functional mechanism [16] with a differential privacy guarantee [3]. For non-
parametric models, as they require to release the training dataset along with the
parameters to compute the output [11], we release a non-parametric model as a
service wherein the training data and model parameters reside at the server and
users send their queries to get the answers. We use functional perturbation [6]
to provide differential privacy guarantees for non-parametric models that use
kernels [13] such as Kernel density estimation, Kernel SVM and Gaussian process
regression.

4 Demo scenario
We show experiments on the 2000 US census dataset [1] that consists of 1%

sample of the original census data. We select 212,605 records, corresponding to
heads of the households, and 6 attributes, namely, Age, Gender, Race, Marital
Status, Education, Income. We start by uploading the data into Lidnchéng. We
initiate the workflow with a filtering operator for data cleaning. We further
extend the workflow by adding different operators. For instance, we use Linear
regression operator to fit a regression model on a selection of attributes. We
show the use of a trained model to synthetically generate a sensitive attribute
such as Income in the dataset. We show the the application of the functional
mechanism operator to release the model with differential privacy guarantees.
For non-parametric models, we show the application of functional perturbation
operator. We use different workflows to compare the effectiveness of differentially
private machine learning algorithms with their non-private counterparts. We also
show similar privacy evaluations on the New York hospital inpatient discharge
datasetS.

5 https://health.data.ny.gov/Health/Hospital-Inpatient-Discharges-SPARCS-De-
Identified /udud-wb5t
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